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Abstract. In this paper we propose a radial basis function (RBF) neural network
for nonlinear time-invariant channel equalizer. The RBF network model has a
three-layer structure which is comprised of an input layer, a hidden layer and
an output layer. The learning algorithm consists of unsupervised learning and
supervised learning. The unsupervised learning mainly adjusts the weight among
input layer and hidden layer. The supervised learning adjusts the weight among
output layer and hidden layer. We will implement RBF by using FPGA. Computer
simulation results show that the bit error rates of the RBF equalize using software
and hardware implements are close to that of the optimal equalizer.

1 Introduction

During the past few years, applications of high-speed communication are required and
fast increasing. Nonlinear distortion becomes a major fact or which limits the perfor-
mance of a communication system. High speed communications channels are often
impaired by the channel inter-symbol interference (ISI), the additive white Gaussian
noise (AWGN), and co-channel interference (CCI) [1]. All these effects are nonlinear
and complex problems. Nevertheless, adaptive equalizers are used in digital communi-
cation system receivers to mitigate the effects of non-ideal channel characteristics and
to obtain reliable data transmission.

We will adopt the radial basis function (RBF) neural network [2] suggested by
Moody and Darken. Radial basis function (RBF) neural networks provide an attractive
alternative to MLP for adaptive channel equalization problems because the structure of
the RBF network has a close relationship to Bayesian methods for channel equalization
and interference rejection problems. The main benefit was using linear algebra’s basis
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mathematic, relatively reduced the computation load. Usually the computation quan-
tity problem takes much more time to simulate through software. The solution is the
utilization of hardware simulation to obtain faster computational effectiveness.

Development of digital integrated circuit Field Programmable Gate Array (FPGA)
[3]-[5] digitizes the hardware making process. Recently programmable logic element
increases the number of the logic, velocity and memory. And add a lot of extra function.
In addition, use Very High Speed Integrated Circuit Hardware Description Language
(VHDL), enable the complicated circuit to form the way through the circuit that VHDL
compile, reach the specification designed easily and fast. Hence it holds lots of benefits
like high capacity, speedy, duplicate design, cheaper price, and cost lower. Finally we
will achieve this adapted, radiation basis function neural network equalizer by using
hardware FPGA.

2 The Structure of RBF

The structure of the RBF neural network model is shown in Fig.1. The input data in
the input layer of the network is x = [x1, x2, x3, . . . , xn], where n is the number of
dimensions. The hidden layer consists of m computing units (φ1 to φm), which are
connected to the output by m connection weights (w1 to wm).

The output of the network used by this algorithm has the following form:

Y (x) = f(x) =
m∑

j=1

wjφj(x) (1)

where φj is the response of the jth hidden neuron to the input x, is the weight connecting
the jth hidden unit to the output unit. Here, m represents the number of hidden neurons
in the network, and φj is a Gaussian function given by

φj = exp(−‖x − cj‖2

σ2
j

) (2)

where cj is the center and σj is the width of the Gaussian. ‖‖ denotes the Euclidean
norm.

3 The Learning Algorithm for RBF

The learning algorithm consists of unsupervised learning and supervised learning. The
unsupervised learning mainly adjusts the weight among input layer and hidden layer.
The supervised learning adjusts the weight among output layer and hidden layer.

3.1 Unsupervised Learning

The unsupervised k-means clustering procedure is often employed as a part of the gen-
eral learning algorithm to adjust RBF centers. This involves computing the squared
distance between the centers and the network input vector, selecting minimum squared
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Fig. 1. RBF neural network structure.

distance and moving the corresponding center closer to the input vector. The computa-
tional procedure of this unsupervised clustering is as follows:

dj(s) = ‖x(s) − cj(s − 1)‖2, 1 ≤ j ≤ n (3)

l = arg[min{dj(s), 1 ≤ j ≤ n}] (4)

cl(s) = cl(s − 1) + αc(x(s) − cl(s − 1)) (5)

cj(s) = cj(s − 1), 1 ≤ j ≤ n and j �= l (6)

3.2 Supervised Learning

The supervised algorithm is very simple and robust. It is advisable to adjust the weights
of the network so that the network can learn the general equalizer solution. The adapta-
tion of the weights is achieved using the following supervised algorithm:

φj(s) = exp(−‖x(s) − cj(s)‖2

σ2
), 1 ≤ j ≤ n (7)

ε(s) = t(s − τ) −
n∑

j=1

wj(s − 1)φj(s) (8)

wj(s) = wj(s − 1) + αwε(s)φj(s), 1 ≤ j ≤ n (9)

4 Hardware Implementation

We can plan FPGA into the function that a user wants through the design of CLB and
connection of the connecting wire. As for we design FPGA, the assisting of software
is needed. So we utilize ISE 6.2i software that Xilinx Company produces to do logic
design.

The main part of the network structure of RBF neural network is design of hidden
layer. The input layer can direct output of input value to input of hidden layer. The
process does not pass through any operation. The output layer only needs to add up all
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outputs which hide layer with the adder. The part of hidden layer is to consist of gaus-
sian function. The structure of gaussian function is made up by a subtraction, divider,
multiplier and exponential function. The component shows to Fig.2. The part of the
multiplier includes the adder and counter. The concept implementation use bit shift and
add up it. The exponential function part can rely on Taylor’s expansion approximatively.
Taylor’s expansion is as follows:

ex = 1 +
x

1!
+

x2

2!
+

x3

3!
+ · · · + xm

m!
(10)

where m is number of order, x is input. The larger m is the more perfect, but it will
be many logic gates and bit numbers used. We choose m=4 to make the realization of
the hardware. Fig.3 shows the block diagram that its hardware implementation. It used
three multipliers, three dividers and an adder. The adder adds the outputs of every order.

Finally, the hardware implementation of channel equalizer using RBF neural net-
work structure, show in Fig.4. The chip uses Virtex-2 series 3 million logic gates that
Xilinx Company produce. The RBF network structure is two input nodes, eight hidden
nodes and an output node.

Fig. 2. The structure of gaussian function. Fig. 3. Taylor expansion of exponential func-
tion.

5 Illustrative Examples

A discrete time model of a digital communication system is depicted in Fig.5. A random
sequence xi is passed through a dispersive channel of finite impulse response (FIR), to
produce a sequence of outputs ŷi. A term, ei, which represents additive noise in the
system, is then added to each ŷi to produce an observation sequence yi. The problem to
be considered is that of utilizing the information represented by the observed channel
outputs yi, yi−1, . . . , yi−m+1 to produce an estimate of the input symbol xi−d A device
which performs this function is known as an equalizer. The integer’s m and d are known
as the order and the delay of the equalizer, respectively. Throughout, the input samples
are chosen from {−1, 1} with equal probability and assumed to be independent of one
another.
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Fig. 4. RBFNN is realized on xc2v3000-
5fg676.

Fig. 5. Schematic of the data transmission sys-
tem.

Fig. 6. Desired channel states with no noise. Fig. 7. Comparison of bit error rate curves.

The equalizer performance is described by the probability of misclassification with
respect to the signal-to-noise ratio (SNR). With the assumption of independent identi-
cally distributed (i.i.d.) sequence the SNR can be defined as

SNR = 10log10
σ2

s

σ2
e

(11)

where σ2
s represents the signal power and σ2

e s the variance of the Gaussian noise.
The equalizer order is chosen as m=2. Let the channel transfer function be

ŷ(n) = (0.5x(n) + x(n − 1)) + 0.1 × (0.5x(n) + x(n − 1))3 (12)

All the combinations of x(n) and the desired channel states are showed in Fig.6.
To see the actual bit error rate (BER), a realization of 106 points of sequence x(n) and
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e(k) are used to test the BER of trained RBF neural network equalizer. It also tests the
BER of hardware implementation of the RBF neural network equalizer. The resulting
BER curve of the RBF neural network equalizer with software simulation and hardware
implementation under the different SNR is show in Fig. 7.

We now compare the performance with the RBF neural network equalizer of soft-
ware simulation, the RBF neural network equalizer of hardware implementation and
Bayesian equalizer. The Bayesian equalizer is near optimal method for communication
channel equalizer. Computer simulation results show that the bit error rate of the RBF
neural network equalizer is close to the optimal equalizer. But we can see, some BER
of hardware implementation is worse. Because the value of the hardware is expressed
with binary, so there will be difference in value. If we want to close the BER of original
RBF neural network structure, it is necessary to increase the number of bit.

6 Conclusion

The paper describes the RBF neural network structure as channel equalizer. The learn-
ing algorithm consists of unsupervised learning and supervised learning, in order to
reach a better and a faster training method. And realize its structure of network using
FPGA can obtain faster operation efficiency.

In the experiment of time-invariant channel, the result of simulation can be found
out, the BER is close to Bayesian equalizer. If we make the BER of hardware simulation
closer to original RBF network structure, it can be very easy to increase number of bit.
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